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Abstract 

Chemical vapor deposition (CVD) graphene growth on Cu(111) has been modeled with quantum 

chemical molecular dynamics (QM/MD) simulations. These simulations demonstrate at the atomic 

level how graphene forms on Cu surfaces. In contrast to other popular catalysts, such as nickel and 

iron, copper is in a surface molten state throughout graphene growth at CVD-relevant temperatures, 

and graphene growth takes place without subsurface diffusion of carbon. Surface Cu atoms have 

remarkably high mobility on the Cu(111) surface, both before and after graphene nucleation. This 

surface mobility drives “defect healing” processes in the nucleating graphene structure that convert 

defects such as pentagons and heptagons into carbon hexagons. Consequently, the graphene defects 

that become “kinetically trapped” using other catalysts, such as Ni and Fe, are less commonly 

observed in the case of Cu. We propose this mechanism to be the basis of copper’s ability to form 

high-quality, large-domain graphene flakes.  
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1. Introduction  

Graphene is a two-dimensional carbon material consisting of a single layer of sp2-hybridized 

carbon atoms arranged in a hexagonal lattice. It has attracted considerable attention over the past 

decade due to its remarkable electronic, optical, and mechanical properties,1-3 which make it one of 

the most promising candidates for next-generation electronic applications. However, development of 

graphene-based devices requires the commercial-scale synthesis of large-area, high-quality graphene, 

and this remains a significant challenge.  One of the most promising and versatile growth methods is 

chemical vapor deposition (CVD) of carbonaceous gases on transition metal substrates such as Ni,4-

6Ru,7, 8Ir,9, 10, Cu11-14 and most recently Ag.15 CVD has thus far been the most preferred method of 

producing graphene, due to its ability to produce graphene films with large-domains and high-

quality.16, 17 Of particular importance in this respect are Ni6, 18-20 and more recently Cu catalysts,12, 14, 

21-26 which are the most widely used for graphene formation. 

One limitation of Ni catalysts for CVD graphene growth is their propensity to form multi-layered 

graphene sheets,27 as opposed to single layer graphene, and this presumably arises from a metastable 

Ni-carbide phase at CVD-relevant temperatures. Ni exhibits both high carbon solubility and bulk 

carbon diffusivity, and on this basis Weatherup et al.28 have proposed that graphene growth is 

neither purely a bulk precipitation process nor catalytic surface process, and that graphene growth on 

Ni(111) consists of four main steps: (1) adsorption and catalytic decomposition of hydrocarbon 

precursors; (2) diffusion and dissolution of carbon atoms into Ni subsurface; (3) precipitation of 

dissolved carbon atoms onto the metal surface; (4) surface nucleation and growth of graphene. We 

have investigated the last two steps in previous work,29-32 which hinted at an important role that sub-

surface carbon plays on graphene formation. Indeed, subsurface carbon density can single-handedly 

determine the type of carbon structure formed on the catalyst surface.29 Precipitation of sub-surface 

carbon to the Ni(111) surface induces significant structural disorder in the Ni surface. The quality of 

graphene grown on a disordered Ni surface is also higher than that on intact and immobile surface,32 

and this points to the possibility that surface morphology and mobility of catalyst atoms are 

important factors on the quality of graphene flakes.     

Cu, as opposed to Ni, predominantly forms single-layer graphene exclusively via surface catalytic 

reactions and processes,17 and this can be explained by its ultralow carbon solubility.33 This, 

combined with the lower market price of copper, have made it perhaps the most preferred catalyst 

for CVD graphene production. Numerous efforts have been made to produce large-scale monolayer 

graphene on Cu catalysts.16, 17 Several groups have focused on optimizing the parameters of CVD 

growth including controlling the growth pressure and temperature to grow uniform large-area 

graphene (Ref 17 and therein). Wood et al.22 proposed that growth of high-quality, large domain 

graphene depends on the underlying Cu crystal structure, and for this reason the Cu(111) surface is 

preferable for high-quality/large-domain monolayer graphene. However, large-size, spatially self-
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aligned, and single-crystalline hexagonal graphene flakes have been produced on liquid Cu 

surfaces,14 implicating surface atom mobility in the formation of high-quality graphene.14 

The role of surface morphology on graphene formation with Cu catalysts therefore remains an 

important question. This is particularly true with respect to the earliest stages of graphene growth, i.e. 

“nucleation”, however probing this experimentally is a great challenge. Despite a number of 

computational investigations of graphene nucleation on Cu,34-36 none have addressed this issue in 

detail. Current pictures of graphene nucleation proposed thus far rest generally upon the assumption 

that the step-edge defect, and more generally, the catalyst surface, remains an ideal, smooth, and 

static structure throughout the nucleation process. It is noted that there is no experimental evidence 

to support this assumption, and recent simulations concerning Ni catalysts indicate that the opposite 

is in fact the case.29, 31 The dynamics of the Cu surface during graphene nucleation have been 

investigated over limited timescales.37 This has shown that carbon-metal bridging structures, which 

are induced by carbon adatoms on the catalyst surface, strongly influence the dynamics of graphene 

nucleation. This is also the case on Ni and Fe catalysts.30 In the case of Cu, it is therefore plausible 

that the role of the catalyst surface during graphene growth, while still poorly understood, is 

perhaps less passive than originally thought. 

In this work, we present quantum chemical simulations towards this end. We provide the first 

comprehensive atomistic picture of nucleation and growth of graphene on the Cu(111) surface. We 

demonstrate here that the physical state of the Cu surface region plays a key role on graphene growth. 

In particular, we reveal a potential mechanism that explains copper’s intrinsic ability to form higher 

quality graphene structures compared with Ni and Fe catalysts, and attribute this phenomenon to the 

healing role provided by highly mobile Cu surface atoms. 

 

2. Computational Details  

We have investigated graphene nucleation on transition metal catalyst (111) surfaces on a number 

of previous occasions using QM/MD simulations,29-32 and in this work we employ a similar 

approach. Our QM/MD approach involves the integration of the classical equations of motion, in 

conjunction with a QM potential. The latter in this case is the 2nd order (self-consistent charge) 

density functional tight-binding (DFTB2) method, as implemented in the DFTB+ program.38 A finite 

electronic temperature39 of 3,000 K was enforced throughout all simulations, and so orbital 

occupations for molecular orbitals near the Fermi level were described by a Fermi-Dirac distribution 

function. In practical terms, this alleviates DFTB convergence issues that arise from the presence of 

many near-degenerate Cu d orbitals and unterminated carbon “dangling” bonds, and has been used 

and validated by us extensively in previous investigations of carbon nanostructure growth.40, 41 The 

nuclear equations of motion were integrated using the Velocity-Verlet algorithm,42 with the NVT 

ensemble being maintained via a Nosé-Hoover chain thermostat (chain-length 3)43 connected to the 
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degrees of freedom of the system. The nuclear temperature was maintained at 1,180 K throughout all 

simulations. Cu-Cu/Cu-C DFTB electronic parameters employed here are those developed by Cui et 

al.,44 and are verified for systems typical of graphene growth in Supporting Information. The Cu-Cu 

repulsive DFTB potential was developed in this work using the automatic parameterization scheme 

of Bodrog et al.45 based on the energies of fcc bulk Cu using density functional theory (DFT) 

calculations. Full details and benchmark data for the Cu-Cu repulsive potential is provided in 

Supporting Information.  The C-C DFTB parameters are those from the mio-0-1 DFTB parameter 

set, included in the trans3d-0-1 parameter set46 that was used in our previous work. 

For the QM/MD simulations, a four-layer Cu(111) model surface consisting of a 6  × 6 slab (144 

atoms in total) was employed. The bottom layer in this model surface was frozen throughout all 

simulations, as an approximation to the underlying bulk region. Three-dimensional periodic 

boundary conditions (PBC) were enforced on this model system for all simulations. Our treatment of 

PBC employed the Γ−point approximation. Adjacent Cu(111) surfaces were separated by a vacuum 

region of 10 nm. Ten replicas of this model structure were then thermally equilibrated for 10 ps at 

1,180 K with random initial velocities to generate 10 independent initial structures for the 

subsequent graphene growth trajectories. The latter began by adsorbing 30 C2 moieties randomly 

onto the equilibrated Cu(111) surfaces with randomly selected orientations. Each C2 species was 

placed ca. 0.25 nm above the surface. The initial velocities of these carbon atoms were defined 

randomly according to a Maxwell-Boltzmann distribution at 1,180 K. Graphene growth was then 

simulated at 1,180 K for a period of 50 ps. This methodology follows closely the approach we took 

for simulating Haeckelite and graphene growth on Ni(111).31 

Atomic binding energies of metal surfaces were calculated using plane-wave DFT, as 

implemented in the Vienna ab initio simulation package (VASP).47 The PBE exchange-correlation 

functional48 was employed throughout. A four-layer slab with 4  × 4 atoms in each layer was used to 

model the bcc Cu(111) surface, with each slab separated by 5 nm. In these DFT calculations, a k-

point sampling of 2 × 2 × 1 and a plane wave cutoff of 400 eV were employed to ensure adequate 

convergence. 

To analyze the physical state of the Cu(111) surface before and after graphene growth, we 

employed the Lindemann Index, δ, 49 

2 2
1

( 1)
ij T ij T

i j ij T

r r

N N r
δ

<

< > − < >
=

− < >
∑  

(1) 

Here N is the number of atoms, rij is the instantaneous distance between atoms i and j, and the 

brackets denote thermal averaging over a finite interval of time at temperature T. While we know of 

no application of the Lindemann index in the context of graphene nucleation and growth, it has been 

shown on a number of occasions to be an accurate probe of the catalyst phase during carbon 

nanotube nucleation and growth.50-52 
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3. Results and Discussion 

3.1. Phase of Cu(111) Surface During Graphene Growth 

Simulations of the pristine Cu(111) surface are compared with a pristine Ni(111) surface in Figure 1.  

 

 

  

Figure 1. Snapshots of (a) Cu(111) and (b) Ni(111) model surface at 10 ps; (c) δ for Cu(111) and 
Ni(111) for the first 10 ps annealing process. While Ni(111) remains in an essentially crystalline 
state, Cu(111) immediately transforms into a surface-molten state at 1,180 K. For fully equilibrated 
Cu(111) and Ni(111), δ is 0.28 and 0.02, respectively. Red atoms denote those originally in the 
surface layer. 

Quite remarkably, the crystalline structure of the Cu(111) surface obtained from a 0 K geometry 

relaxation is lost almost immediately in the MD simulation at 1,180 K. The extent of disorder in this 

structure is significant, with atoms in the surface layer diffusing into sub-surface layers, and vice 

versa.  Interestingly, the temperature of this simulation is below the bulk melting point of Cu (1,385 

K). We note that the binding energy of individual copper atoms in the Cu(111) surface predicted 

with SCC-DFTB is ca. 1.5 eV lower compared to that predicted with PBE (see Supporting 

Information, Figure S5). This may suggest that higher copper atom mobility is an artifact of weaker 

binding predicted with SCC-DFTB. However, the same difference between PBE and SCC-DFTB is 

observed for Ni(111). Similarly, the PBE binding energy for Cu(111) is ca. 0.8 eV lower than that 

for Ni(111). The observed mobility of the atoms in the Cu(111) surface therefore cannot be 

(a) (b) 

(c) 
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attributed solely to SCC-DFTB’s underestimation of the Cu-Cu interaction. In any case, natural 

fluctuations in temperature throughout the simulation, induced by the thermostat algorithm itself, are 

likely to outweigh this influence. Furthermore, both of these factors are overshadowed by highly 

fluctuating local temperatures in the simulation, which result from the repeated exothermic C-C 

bond formation that defines graphene formation. Cu(111) therefore exists as a “surface-molten” 

species at under these conditions (in line with recent experiment reports of Cu(111)-catalyzed 

graphene growth53), and features surface atoms with remarkably high mobilities. The surface-molten 

phenomenon results from the pre-melting of the surface region below the bulk melting point, and has 

been observed for many metals previously.54, 55 In contrast, at the same temperature the Ni(111) 

surface remains effectively unchanged from its 0 K crystalline form (Figure 1b). Compared with the 

high mobility of Cu atoms, the surface Ni atoms remain tightly bound within the crystal lattice 

structure. Ni atoms in the Ni(111) surface are far more “passive” compared to their Cu counterparts, 

and the resultant increase in stability is consistent with the higher melting temperature of bulk Ni, 

1,728 K (ca. 548 K above the current temperature). Furthermore, the difference between surface 

mobility between Cu and Ni atoms can be described with recourse to the evolution of the phase of 

the metal surface, estimated by monitoring δ during the annealing process (Figure 1c). It is 

immediate from this Figure that the Ni surface at 1180K is in the solid phase (the commonly 

accepted value for the Lindemann index that signifies the solid/liquid phase transition is δ=0.156). 

The small variation of δ in the range of 1 - 10 ps implies the limited mobility of Ni atoms in the 

surface. In contrast, Cu surface exhibited wide variations in δ with respect to simulation time, 

implying rapid disordering of the Cu surface.  

 

3.2. Graphene Nucleation and Defect Healing on Cu(111) 

       We turn now to a discussion of the graphene nucleation mechanism on Cu(111). We have 

studied graphene nucleation on Ni(111) and Fe(111) surfaces on a number of prior occasions.29-32 

These simulations have shown that graphene quality is influenced by the presence of a hexagonal 

template or “nucleation seed” on the catalyst surface, the origin of carbon feedstock and both the 

surface and subsurface carbon density. In the presence of a high surface carbon density on pristine 

Ni(111),32 nucleation consisted of a swift transition of long polyyne chains into a connected sp2-

carbon network. In the absence of a hexagonal template, a structure akin to pentaheptite, also called 

Haeckelite,57, 58 was formed preferentially. The simulations in the present work for Cu employ an 

identical carbon density as that employed by us previously for Ni, and so it is reasonable to predict 

that nucleation should proceed along a comparable path, resulting in the formation of a highly 

defective structure akin to Haeckelite. However, somewhat surprisingly, this is not the case. 

Snapshots depicted in Figure 2(a) typify the dynamics of graphene nucleation observed on the 

surface-molten Cu(111) surface. As predicted, the basic chemical reaction observed here is similar to 
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 8

that observed on Ni(111). The formation of extended polyyne chains and Y-junction precursors were 

common and immediate following the deposition of a high density of C2 fragments. As we have 

previously noted in the context of fullerene, carbon nanotube and graphene formation, these 

structural precursors are seemingly a cornerstone of carbon nanostructure growth.51, 59 In Figure 2(a), 

the snapshot at 0.7 ps shows that nearly all original C2 fragments have connected to each other 

irregularly, and cover the disordered Cu surface almost completely. Complete coverage is not 

anticipated, since the carbon density present here is approximately 83% of that required to form 

monolayer graphene. Figure 2(a) shows that pentagon/hexagon rings and extended polyyne chain (> 

10 carbon atoms) coexist at 0.7 ps. Comparing the structures of the Cu(111) structure at 0.0 ps and 

0.7 ps, it is immediate that the presence of carbon on the Cu surface strongly affects the latter’s 

morphology, increasing its structural disorder.  

Following the formation of these polyyne chains, subsequent ring condensation and the formation 

of sp2-hybridized islands is rapid. Due to the somewhat artificial nature of the starting point of this 

simulation, the kinetics of graphene formation observed here is irrelevant in the absolute sense 

(relative kinetics can and will be compared below). However, as shown below in detail, this 

simulation provides the first evidence of defect healing during graphene growth, which potentially 

underpins the high structural quality observed in graphene grown on Cu catalysts.14, 25 It is already 

established that defect healing processes play a predominant role in chirality control during carbon 

nanotube growth.60 

Figure 2(a) shows a structure (1.4 ps) consisting of approximately 50% structural defects i.e. 

pentagonal and heptagonal rings. Following a further 50 ps, this highly defective structure – 

reminiscent of Haeckelite – was transformed into an essentially pristine graphene structure, i.e. one 

composed almost completely from carbon hexagons. This is confirmed in Figure 2(b), which 

quantifies the population of different polygonal carbon rings in the structure during the course of the 

trajectory. The transformation of this originally defective structure took place via a number of 

chemical pathways, yet in all cases was driven by the mobility of the Cu atoms in the underlying 

catalyst surface. For example, the pentagon-heptagon defect (indicated by the circle in Figure 2(a)) 

observed at 1.4 ps was healed by 2.24 ps. This process, shown in supporting information movie S1, 

is driven by the diffusion of a single Cu atom in the surface layer which opens a vacancy in the 

Cu(111) surface, and consequently forces the cleavage of a C-C bond in the heptagon. The terminal 

carbon in the polyyne chain thus formed then resides in the surface vacancy, due to attractive forces 

between it and the Cu surface, and this facilitates the formation of the hexagon in place of the 

original heptagon defect. The attraction between this terminal carbon atom and the Cu surface is 

sufficiently strong so that it is cleaved from the hexagon and diffuses into the subsurface region of 

the catalyst. The neighboring pentagon defect was subsequently healed into a hexagon via a 

comparable chemical route – first C-C bond cleavage and then ring closure, both being driven by the 
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 9

dynamics of the underlying substrate. The fact that the heptagon was healed prior to the pentagon 

being converted is consistent with the relative kinetic stabilities of carbon pentagon and heptagon 

rings, the former being considerably less flexible than the latter.  

 

 

Figure 2. (a) Evolution of trajectory 6, depicting graphene nucleation and defect rings healing on 
Cu(111). Defect healing mechanisms discussed in the text (white circle) are included in supporting 
information (see movie S1). (b) Formation statistics polygonal carbon rings as a function of 
simulation time for trajectory 6. 

Although it may be expected that copper’s ability to aggressively heal defects in the graphene 

structure should correlate with a relatively strong Cu-C bond strength, this is in fact not the case. 

End-on σbonding between C and Cu is actually weaker than that for both Fe and Ni (2.13 eV, vs 

2.94 and 2.76 eV respectively). Similarly, side-on π-bonding between C and Cu is weaker than that 

for Fe (0.0 eV vs  0.27eV), while being equal to that for Ni.30 In other words, defect healing cannot 

be explained in this case simply with recourse to thermodynamics. Instead, we propose here that the 

catalyst phase is a key factor that determines a catalyst’s ability to heal graphitic carbon defects, both 

in graphene and carbon nanotubes. In particular, since liquid phase catalysts exhibit higher surface 

mobilities than solid phase catalysts, they are kinetically more equipped to disrupt the adsorbed sp2 

carbon network, thereby aiding its reconfiguration to a more thermodynamically stable one.  
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3.3. Comparison of Graphene Growth on Ni and Cu Catalysts  

This argument is corroborated further by Figure 3, which compares polygonal carbon ring 

formation data observed during graphene nucleation on Cu(111) and Ni(111) (see also Figure S2 in 

Supporting Information). The formation of polygonal carbon rings on the molten Cu(111) is 

remarkably different compared to that observed using Ni(111). Ring formation in the latter case is 

essentially instantaneous (due to the artificial nature of the initial conditions employed), with the 

final structure obtained essentially within ca. 2.5 ps. Conversely, using Cu(111), the ring formation 

statistics evolve over a much longer period. Initially increasing sharply (ca. 5 ps), it takes a further 

30 ps for the ultimate populations of pentagons, hexagons and heptagons to be obtained on Cu(111). 

This is because the nucleating graphene structure is constantly being reorganized by the underlying 

catalyst atoms towards the most thermodynamically favorable configuration (one consisting entirely 

of hexagons). Consequently, the population of hexagons observed using graphene becomes 

maximized compared to heptagons and, more importantly, pentagons. This is not the case on 

Ni(111), for which approximately equal populations of pentagons and hexagons are formed.   

The defining characteristic of the Cu catalysts, at least in the context of graphene formation, is the 

mobility of Cu atoms in the surface and sub-surface regions. This mobility is the root cause of 

copper’s ability to actively heal structural defects in the adsorbed graphene film, presumably during 

and after graphene growth. Notably, the mobility of surface Cu atoms does not decrease following 

the formation of the overlying graphene structure, as indicated by δ, shown in Figure 4. This is not 

the case in Ni(111)32, as mentioned previously, which remains in the solid phase throughout the 

nucleation process. Under conditions of high surface carbon density, such as those employed here, a 

pre-existing hexagonal template is required in order to induce further hexagon formation on Ni(111), 

otherwise pentagon and heptagon defects dominate the carbon structure. Furthermore, defect healing 

processes such as those observed here are seldom, if ever, observed under equivalent conditions 

using a Ni(111) catalyst. This is consistent with the more pronounced crystallinity in Ni(111) at 

1,180 K, evident in Figure 1(b). Previous investigations have shown graphene growth on Ni(111) 

drives the self-assembly of step-edge defects on the catalyst surface – subsurface carbon present 

during graphene growth on a pristine Ni(111) terrace induces the formation of step-edge defects in 

the Ni(111) structure.29, 31 However, due to the low carbon solubility of Cu, a well-defined step edge 

in the case of Cu(111) is not observed, as shown in Figure 2. This can be explained in terms of the 

relative mobilities of Ni/Cu surface atoms. The latter are so diffusive that the growing graphene 

structure is incapable of holding them in place, which would be necessary for step-edge formation. 

The consequence of this is that defects at the edge of the growing graphene sheet on Ni(111) are 

kinetically “trapped”, and potentially remain in the structure for longer time scales, and potentially 

indefinitely. On the other hand, on Cu(111) they are removed during growth via various chemical 

pathways, as discussed above. 
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Figure 3. Average polygonal carbon ring populations observed during graphene nucleation on (a) 
Cu(111) and (b) Ni(111)32 surfaces. The final graphene structures observed on Cu(111) take an order 
of magnitude longer to be achieved than for Ni(111), as the atomic configuration of the structure is 
constantly rearranged by defect healing mechanisms. By contrast, the final graphene structure on 
Ni(111) is obtained almost immediately, within ca. 5 ps. All data averaged over 10 trajectories. 

 

 Atomic binding energies for the Cu(111) and Ni(111) surfaces (defined as EM(111) − EM – 

EM(111)−M where EM(111) is the energy of the complete surface, EM that of an isolated atom, and 

EM(111)-M that of the surface with an atom removed) computed using DFT are consistent with 

observations made during QM/MD simulations. The atomic binding energy for Cu(111) is 4.52 eV, 

and this is significantly lower than that for Ni(111) (6.32 eV). Thus, the Cu-Cu bond is inherently 

weaker than the Ni-Ni bond; this is not surprising considering the relative bulk melting points. These 

relative bond strengths are also consistent with Figure 4(a),(b) which show a remarkable difference 

in the catalyst structure following graphene formation. Figure 4(a) further highlights the defect-

healing role of the surface Cu atoms, through the presence of “point defects” – Cu atoms that have 

been incorporated into the growing graphene flake and no longer formally reside in the catalyst 

structure itself. In contrast, Figure 4(b) reinforces the crystallinity observed within the Ni(111) 

surface at 1,180 K. The prevalence of defect healing in the case of Cu(111) is also manifest in the 

Lindemann indices of the nucleating carbon structure, shown in Figure 4(d). δ for Cu(111) is far 

higher than that observed with Ni(111), indicating that the surface-adsorbed carbon structure on 

Cu(111) exhibits far greater conformational freedom than that on Ni(111).  
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Figure 4. (a) Cu(111) and (b) Ni(111) surfaces after 50 ps QM/MD simulation of trajectory 6, 
viewed side-on. The blue box denotes the PBC supercell.  δ for (c) Cu(111) and Ni(111) surfaces 
and (d) carbon atoms on Cu(111)/Ni(111) during the simulation at an interval of 10 ps averaged over 
10 trajectories. For graphene nucleation on Cu(111), both the catalyst and the nucleating carbon 
structure exhibit significantly higher mobilities than those observed during graphene nucleation on 
Ni(111). This is due to the prevalence of defect healing processes in the former case, which 
increases carbon atom mobility on the Cu(111) surface. 

 

4. Conclusion 

We have presented quantum chemical simulations on the basis of the second-order density-

functional tight-binding (SCC-DFTB) method of graphene nucleation on Cu(111) at 1,180 K, 

revealing a detailed picture of the graphene growth mechanism on Cu. These simulations highlight 

the key role the physical state of the catalyst has both on graphene growth and mechanisms of defect 

healing during graphene growth.  Throughout the nucleation process, Cu(111) remains in a surface-

(a) 

(b) 

(c) 

(d) 
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molten state, one in which surface Cu atoms have remarkably high mobilities.  The rapid diffusion 

of surface Cu atoms drives defect-healing mechanisms within the graphene structure during growth, 

and is consistent with the recent observation by the Ruoff group that millimeter-size single-crystal 

graphene can be grown by suppressing evaporative loss of Cu during low pressure CVD.53 This 

phenomenon has so far not been observed on other transition metal catalysts, such as Ni and Fe, at 

least on these timescales.  Thus, it is possible that graphene defects such as pentagons and heptagons 

on Ni and Fe catalysts, once formed, remain “trapped” in the structure as it extends further over the 

catalyst surface.   Conversely, we show here that defects at the edge of the growing graphene flake 

on Cu are almost immediately removed, through the influence of the underlying, highly diffusive 

copper atoms.  We propose this as a mechanism to explain the high structural quality of graphene 

grown on Cu observed in CVD experiments.  Importantly, copper’s ability to heal defective 

graphitic structures observed here does not correlate with a purely thermodynamic picture of defect 

healing.  The interaction between Cu and C is weaker than that between C and both Fe and Ni.  Thus, 

thermodynamics alone does not drive defect healing – it is a phenomenon driven intrinsically by 

kinetic factors.  On this basis, it is evident that the phase of the catalyst is a key factor determining 

the ability of a catalyst to heal defective graphitic structures.  
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